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ABSTRACT 
A homogeneous two-phase multi-group model of drift drop 

plumes emerging from natural draft cooling towers has been 
developed and validated using the experimental data obtained in 
the 1977 Chalk Point Dye Tracer Experiment (CPDTE). The 
conservation equations for mass fractions of water droplets 
having different sizes are solved in addition to the standard 
conservation equations for mixture mass, momentum, energy, 
water vapor mass fraction and turbulent quantities (turbulent 
kinetic energy and its dissipation rate). Extra terms are provided 
to the conservation equations for mass fractions of liquid water 
to account for the drift of water drops due to their gravitational 
settling. Various formulations for drift velocity and terminal 
velocity have been tested and compared. The phase change 
effects (condensation, evaporation, solidification and melting) 
are assumed to be negligible due to specific conditions of the 
experiment. The droplet-size distribution available at the 
cooling tower exit and containing the 25 groups of drops is 
simplified to 11 groups. Also, the 3-group and 1-group options 
are considered for comparison. The individual drop deposition 
fluxes and the total deposition flux are calculated and compared 
with the experimental data available at the sensors located on 
the 35° arcs at 500 and 1000 m from the cooling tower 
centerline. The total deposition flux is calculated as a sum of 
products of individual group mass concentrations of water 
drops and corresponding terminal velocities. The model has 
been incorporated into the commercial general-purpose 
Computational Fluid Dynamics (CFD) code, PHOENICS. The 
study has demonstrated a good agreement between the CFD 
predictions and the experimental data on the water vapor plume 
rise and the total drift deposition fluxes. In particular, the plume 
rise predictions agree well with experimental values (the errors 

are from 4% to 34% at different distances from the tower 
centerline). The predicted deposition fluxes are in agreement 
with the experimental values within a factor of 1.5, which is 
well within the industry acceptable error limits (a factor of 3). 
The model developed is recommended for analyzing the drift 
drop plumes under the conditions similar to CPDTE conditions 
of small Stokes numbers. It is easier to use and not less accurate 
than the multiphase Eulerian-Lagrangian CFD models used 
recently by various researchers for modeling CPDTE plume. 
The model has a potential to supplant or complement the latter 
in the computational analyses of gravitational phenomena in 
complex two-phase flows in engineering equipment and its 
environment. 
 
INTRODUCTION 
     Over the past three decades, CFD (see Versteeg and 
Malalasekera (1995) for more details) has been increasingly 
used as a predictive tool in the analyses of plumes emerging 
from industrial settings such as cooling towers, etc. It is 
becoming a validated and user-friendly computational tool in 
the environmental assessments of dispersion and deposition of 
pollutants. The standard practice is to use the commercial 
general-purpose CFD codes such as PHOENICS, ANSYS 
FLUENT, ANSYS CFX, etc. for such analyses.  
In particular, Markatos et al. (1987) used the PHOENICS 
software for studying the behavior of cooling tower effluent 
under various environmental and operating conditions. They 
developed a customized homogeneous two-phase flow model 
accounting for the water droplet drift via inclusion of additional 
source terms into the conservation equations for mass 
concentrations of water vapor and water droplets. The phase 
change effects were accounted for and the specific formulae 

Proceedings of the 2014 22nd International Conference on Nuclear Engineering 
ICONE22 

July 7-11, 2014, Prague, Czech Republic 

ICONE22-30010



 2 Copyright © 2014 by ASME 

were used for the terminal drop velocity and droplet size 
growth. The turbulent model used in that paper was the simplest 
one, i.e. the constant effective turbulent viscosity was specified 
in the whole computational domain. The authors concluded that 
the ‘results obtained are qualitatively realistic’ but ‘there are 
still many uncertainties related to the model, e.g. turbulence and 
appropriate auxiliary correlations’.   
Brown et al. (2003) customized the ANSYS CFX software for 
CFD prediction of moisture-laden buoyant plumes by applying 
the homogeneous two-phase mixture model with solving the 
additional conservation equations for mass fractions of water 
vapor and liquid water and providing the appropriate source 
terms accounting for evaporation and condensation. No account 
was made to calculate the gravitational settling due to small 
sizes of droplets considered. The k-ε model of turbulence was 
applied with the buoyancy correction term included (C3=1). 
Meroney (2006) and Lucas et al. (2010) used the FLUENT 
software for predicting the cooling tower plume rise and drift 
deposition rates. They applied the Eulerian-Lagrangian 
multiphase flow option and validated it using the experimental 
data obtained in the Chalk Point Dye Tracer Experiment 
(CPDTE) in Maryland, USA during the night of June16-17 in 
1977. The standard k-ε model of turbulence was used. These 
researchers validated their predictive models using the high 
quality CPDTE data on the sodium/water drift deposition fluxes 
at the measurement locations, i.e. on the 35° arcs at 500 and 
1000 m from the cooling tower centerline. Also, the CFD 
predictions of plume rise were compared with the experimental 
data. The CTDTE data on drift deposition flux and plume rise 
were available from Hanna (1978) and other papers and reports. 
Meroney (2006) provided a comprehensive description of this 
validation study. 
In this paper, a homogeneous two-phase multi-group model of 
drift drop plumes emerging from natural draft cooling towers 
has been developed and implemented into the PHOENICS CFD 
software (2011 version). The CPDTE data are used to validate 
the customized model developed and practical 
recommendations are made on its application for pragmatic 
prediction of water deposition from a typical natural draft 
cooling tower.   The major model features are described in the 
next section. The details of CPDTE case study are described in 
sections 2.0-2.8. It should be noted that PHOENICS was 
validated for gas release and dispersion applications by Agranat 
et al. (2007), Tchouvelev et al. (2007) and Houri et al. (2011). 

NOMENCLATURE 
Put nomenclature here. 

 
1.0 MODEL EQUATIONS 
Based on the estimates of Stokes number (see next section) it 
was concluded that the homogeneous model approach (see 
definition in Kleinstreuer (2003)) to the CFD modeling of the 
gas-liquid flow of air with water droplets is applicable to the 
CPDTE conditions on June 16-17 1997. 

The homogeneous CFD model developed consists of the 
standard conservation equations for mixture mass, momentum, 
energy, water vapor mass fraction and turbulent quantities 
(turbulent kinetic energy and its dissipation rate) and the 
additional conservation equations for mass fractions of water 
droplets having different sizes. To account for the presence of 
drops with different sizes a number of additional equations are 
used. The experimental droplet-size distribution available at the 
cooling tower exit and containing the 25 groups of drops is 
simplified to 11 groups, 3 groups and 1 group (see next 
section). Extra terms are provided to the conservation equations 
for mass fractions of liquid water to account for the drift of 
water drops due to their gravitational settling. Various 
formulations for drift velocity and terminal velocity have been 
tested and compared (see Annex A). The phase change effects 
(condensation, evaporation, solidification and melting) are 
assumed to be negligible due to specific CTDTE conditions on 
the night of June 16-17, 1977 (93% relative humidity of 
ambient air). The total drift deposition flux is calculated as a 
sum of products of individual group mass concentrations of 
water drops and corresponding terminal velocities.  
 
2.0 MODEL VALIDATION with CPDTE DATA 
The CFD model developed was validated using the CPDTE 
data, that were used by Hanna (1978), Meroney (2006) and 
Lucas et al. (2010) for validating their models. The CTDTE 
input data and the experimental values of drift deposition fluxes 
on the 35° arcs at 500 and 1000 m from the cooling tower 
centerline were taken from Hanna (1978), Hanna et al. (1982), 
Meroney (2006) and Lucas et al. (2010). 
  
2.1 Input Data in the CPDTE Case Study 
A tall natural-draft cooling tower (124 m tall, 114 m in base 
diameter and 54.8 m in exit diameter) was used on the night of 
June 16-17 in 1977 in CPDTRE in order to measure the drift 
deposition rate at a few downwind locations. The drift is the 
circulating cooling water drops escaping from the cooling 
tower. The water with drop sizes from 10 to 1400 micron was 
carried out of the tower and its deposition was measured at the 
downwind distances of 500 and 1000 m from the tower 
centerline. The exit liquid water mass flow rate was about 328 
g/s as stated by Lucas et al. (2010) and the exit sodium mass 
flow rate was 1.86 g/s as mentioned by Hanna (1978) and 
Meroney (2006). The drop-size distribution at the tower exit is 
available from Hanna (1978) and Hanna et al. (1982) (see Table 
11.1 on page 78). It contains 25 groups of drops with different 
sizes and percentages of total mass flow rate.  The vertical 
plume velocity was 4.5 m/s and the plume temperature was 
308.6 K, implying a virtual temperature of 315.3 K. The use of 
virtual temperature enables to account for the air humidity. 
According to Hanna (1978) the virtual temperature is equal to 
the actual temperature times (1+0.61q), where q is the specific 
humidity. The ambient temperature was 293 K, the relative 
humidity was 93% and the ambient virtual temperature was 
295.3 K. The wind speed was 8 m/s above the height of 100 m 
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and almost linear below the height of 100 m with the value of 5 
m/s at 50 m height. 
The summary of major CPDTE input parameters required for 
CFD modeling is shown in Table 2.1 and more detailed 
information on the drop size distribution is provided in Table 
2.2.  
 
Table 2.1 Input data summary 
 
Input parameter name Symbol, unit Value/Formula 
Height of tower above the ground H, m 124 
Diameter of tower base Db, m 114 
Diameter of tower exit D, m 54.8 
Plume vertical speed at tower exit W, m/s 4.5 
Volumetric flow rate at tower exit Q, m3/s 10,608 
Wind speed at heights above 100 m U,  m/s 8 
Wind speed at heights below 100 m U, m/s U=0.3523z0.6781 

Virtual plume temperature Tvp , °K 315.3 
Virtual ambient temperature Tva , °K 295.3 
Actual plume temperature Tp , °K 308.6 
Actual ambient temperature Ta , °K 293 
Buoyancy flux F, m4/s3 2102, eq. (3.1) 
Gas density at tower exit ρg , kg/m3 1.11 
Laminar kinematic viscosity of mixture ν, m2/s 1.55E-5 
Molecular weight of air M, kg/kmol 28.9 
Ambient pressure P, kPa 101 
Universal gas constant R, J/kmol/K 8314 
Mass flow rate of water at tower exit mw, , kg/s 0.328 
Mass flow rate of sodium at tower exit ms, , kg/s 1.86E-3 
Water mass concentration at tower exit Cw, kg/m3 3.09E-5 
Sodium mass concentration at tower exit Cs, kg/m3 1.75E-7 
Mass fraction of water at tower exit Yw, kg/kg 2.78E-5 
Mass fraction of sodium at tower exit Ys, kg/kg 1.57E-7 
Number of drop groups in drop-size 
distribution at tower exit 

N 25 

Range of drop diameters at tower exit dmin to dmax , µm 10 to 1400 

 
The experimental drop-size distribution at the tower exit 
available from Hanna et al. (1982) (Table 11.1 on page 78) 
contains 25 groups of drops with sizes from 10 to 1400 µm. It 
was simplified to the 11-group distribution and then further 
simplified to 3-group and 1-group distributions as shown in 
Table 2.2. The drops with sizes from 1200 to 1400 µm were 
ignored as their mass contribution was only 0.2% of total mass. 
All three different drop-size distributions (11-, 3- and 1-group 
options) were used in comparative CFD study.  
 
Table 2.2 Simplified 11-, 3- and 1-group drop-size 
distributions at cooling tower exit 
Number 
of Groups 
 in Model 

Group 
Number 

Drop Diameter 
Range (µm) 

Representative 
Drop size, µm 

Percent 
of 
Total 
Mass 

11  1 10-50 30 42.6 
11 2 50-90 70 22.3 
11 3 90-130 110 10.4 
11 4 130-210 170 10.2 
11 5 210-270 240 4.0 
11 6 270-350 300 2.7 
11 7 350-450 400 1.6 
11 8 450-600 500 1.6 

11 9 600-800 700 1.9 
11 10 800-1000 900 1.6 
11 11 1000-1200 1100 1.1 
3  1 10-130 53 75.3 
3 2 130-450 224 18.5 
3 3 450-1200 771 6.2 
1 1 10-1200 129 100 

 
2.2 Similarity Analysis 
The input data listed in Tables 2.1 and 2.2 were used to estimate 
the terminal velocities and Stokes numbers in the CPDTE case 
study. Table 2.3 shows the values of terminal velocities, Vt,1 and 
V t,2, and Stokes numbers, St1 and St2, for different drop sizes. 
V t,1 and St1 were obtained with use of standard Stokes drag law, 
which is valid in cases of small water drop sizes (d < 77 µm) 
where the drop Reynolds number Red < 1. In particular,  
V t,1=1000/ρg*g*d 2/(18ν) and St1= Vt,1 /g*V/L. V t,2 and St2 were 
obtained with use of more general empirical correlations for 
terminal velocity, i.e. Engelmann formulae available in Hanna 
et al. (1982) (see formulae (11.17)) were used to calculate Vt,2 
and St2 = Vt,2 /g*V/L. The characteristic flow velocity, V, was 
equal to the wind speed of 8 m/s and the characteristic length, 
L, was equal to the exit diameter of 54.8 m. It should be noted 
that St1 is equal to the standard Stokes number, St, defined for 
small drop sizes in the literature (see definition in Kleinstreuer 
(2003)) and St2 is its generalization for arbitrary drop sizes. It is 
seen from Table 2.3 that both Stokes numbers, St1 and St2, are 
smaller than unity for all the drop sizes considered. In 
particular, St2<0.062<<1 for all drop sizes. Using St=St1 for 
large drops could lead to significant over-estimations of Stokes 
number, e.g., at d=1100 µm, St1 is larger than St2 by one order 
of magnitude. Based on the estimates of St1 and St2, the 
application of homogeneous model of two-phase flow described 
in section 2.0 was considered valid in this validation study as 
St2<<1 for all drop sizes used in the model (see Table 2.2). 
As a result, the differential equations for droplet velocities that 
are solved in Eulerian-Lagrangian models were reduced at 
St<<1 to algebraic equations linking the gas and liquid 
velocities. In homogeneous model, the horizontal velocity 
components of gas and liquid are equal and the difference 
between the corresponding vertical velocity components is 
equal to terminal velocity. The gravitational settling of drops 
was accounted for algebraically by providing additional source 
terms in the conservation equations for mass fractions of water 
drops.  
  
Table 2.3 Estimates of terminal velocities and Stokes 
numbers for CPDTE case study 

Drop 
Diameter 

(m) 

Vt,1 
(m/s) 

Vt,2 
(m/s) 

St1 
 

St2 
 

7.00E-05 0.1552 0.1480 0.00231 0.00220 
1.00E-04 0.3168 0.3017 0.00471 0.00449 
5.00E-04 7.919 2.005 0.1178 0.0298 
7.00E-04 15.52 2.964 0.2310 0.0441 
9.00E-04 25.66 3.575 0.3818 0.0532 
1.10E-03 38.33 4.153 0.5704 0.06180 
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2.3 CFD Model Features 
Based on the estimates of Stokes number the homogeneous two-
phase multi-group model was applied to model the CPDTE drift 
drop plume. The 11-, 3- and 1-group drop-size distributions 
shown in Table 2.2 were used to estimate the effect of number 
of groups on the model predictions. The two turbulent models 
were tested: the standard k-ε model and the constant effective 
turbulent viscosity model (νt=0.01 x half width x velocity 
difference) of Markatos et al. (1987) were applied for 
comparison. The two drift drop velocity options were compared 
(see Annex A): the terminal drop velocity and the drift velocity 
similar to the one used by Markatos et al. (1987). The phase 
change effects were not accounted for as it was shown by 
Meroney (2006) and Lucas et al. (2010) that these effects are 
negligible for the ambient relative humidity of 93% observed 
during the CPTDE measurements on the night of June 16-17, 
1977.    
The computational domain (3000 m x 1000 m x 750 m), the 
cooling tower, the ground, the inlet and the outlet are shown in 
Figure 2.1. The cooling tower was located on the symmetry 
plane at a distance of 500 m from the inlet. Its shape was 
modeled using a cone frustum with a height of 124 m, base 
diameter of 114 m and an exit diameter of 54.8 m. At the tower 
exit the constant vertical velocity of 4.5 m/s was specified and 
the turbulent intensity of 10% was used. The water drift was 
introduced by a proper drop size distribution from Table 2.2. 
The power law recommended by Lucas et al. (2010) was used 
to reproduce the experimental variable inlet velocity below 100 
m and the constant velocity of 8 m/s was applied above 100 m 
(see Table 2.1). The turbulent intensity of 10% was specified at 
the inlet. The virtual temperatures of 315.3 °K and 295.3 °K 
were used at the tower exit and the inlet, respectively. The fixed 
pressure condition was applied at the outlet. Based on the 
findings of Meroney (2006) and Lucas et al. (2010) the side 
boundaries and the top boundary were considered as symmetry 
planes. The no-slip condition and the smooth turbulent wall 
functions were applied on the ground plane. It should be noted 
that an increase of effective ground surface roughness height 
form 0 to 0.02 m did not show any significant change in the 
modeling results. The probe (red pencil with yellow end) in 
Figure 2.1 shows a position on the symmetry plane at 500 m 
from the tower centerline (one of the measurement locations).  
Three computational grids were considered to analyse the grid 
sensitivity: a base grid of 212,500 cells, an intermediate grid of 
387,000 cells and a fine grid of 778,050 of cells. The grid size 
was smaller near the tower and the ground with cell dimensions 
ranging from 1-3 m (near solid surfaces) to 35-60 m (near 
domain boundaries). Most of the results were obtained with the 
base grid as the grid refinement does not result in a significant 
improvement in the model accuracy. 

 
Figure 2.1 CFD domain with cooling tower, ground, inlet 
and outlet. 
 
2.4 Water Vapor Plume Rise Prediction 
The first step in model validation was comparing the predicted 
water vapor plume rise with the experimental values available at 
50, 100 and 200 m from cooling tower centerline. Table 2.4 
shows the results of comparison with use of different grid sizes. 
Also, the comparison was made with the estimates based on the 
Briggs’ formula for buoyancy-dominated bent-over plumes 
(equation (2.15) in Hanna et al. (1982) and equations (1) and 
(2) in Hanna (1978)).  This standard plume rise formula is 
provided below for convenience 
∆z=1.6F1/3(∆x)2/3/U,  F=0.25gWD2(Tvp–Tva)/Tvp              (2.1)                                                                      
where ∆z is the plume rise above the tower exit, ∆x is the 
downwind distance from tower centerline, U is the wind speed, 
F is the initial buoyancy flux, g is the acceleration due to 
gravity, W is the initial plume vertical speed, D is the exit 
diameter, Tv is the virtual temperature (in °K) and subscripts p 
and a refer to initial plume and ambient air. Under the CPDTE 
conditions (Table 2.1), U=8 m/s and F=2102 m4/s3. As 
mentioned by Hanna et al. (1982), the coefficient 1.6 in (2.1) is 
expected to be accurate within ±40% with variations due to 
downwash or local terrain effects. 
The plume rise was calculated as the vertical position (relative 
to the tower exit height of 124 m) of the local maximum of 
predicted relative water vapor mass fraction, C1, at the vertical 
symmetry plane. It plays an important role in the calculations of 
maximum ground concentration (Hanna et al (1982)). Table 2.4 
shows that the CFD predictions of plume rise agree well with 
the experimental values available at 50, 100 and 200 m from the 
tower centerline (Figure 8 in Hanna (1978)) and with the 
Briggs’s formula predictions at 50, 100, 200, 500 and 1000 m. 
The percentages show agreement with experimental data at 
distances of 50, 100 and 200 m and with Briggs’s formula 
predictions at distances of 500 and 1000 m where the 
experimental data were not available. The predictions with k-ε 
model are more accurate than those with the constant turbulent 
viscosity model. The increase in computational grid density 
does not improve the predictions. The CFD predictions are 
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more conservative than Briggs’s formula predictions as they 
produce smaller values of plume rise and, as a result, larger 
values of maximum ground concentration are predicted with 
CFD model. 
 
Table 2.4 Predicted and measured plume rise at various 
distances from tower centerline  
Distance 
from 
centerline 
(m) 

Experimental 
plume rise 
(m) 

Briggs’s 
Formula 
plume rise  
(m) 

213K grid, 
k-ε model  
(Prt = 1.0) 
plume rise 
(m) 

778K grid, 
k-ε model 
(Prt = 1.0) 
plume rise 
(m) 

50 30 35 (17%) 32 (7%) 40 (33%) 
100 50 55 (10%) 48 (-4%) 48 (-4%) 
200 100 87 (-13%) 66 (-34%) 72 (-28%) 
500 Not available 160 106 (-34%) 121 (-25%) 
1000 Not available 254 198 (-22%) 193 (-24%) 

 
Figure 2.2 shows the 1% and 0.1% iso-surfaces of relative mass 
fraction of water vapor, C1, obtained with use of standard k-ε 
turbulent model on a grid of 212,500 cells. The 1% iso-surface 
does not touch the ground and the 0.1% iso-surface almost 
strikes it at a distance of about 1480 m from the tower base.  

 

 
Figure 2.2 Water vapor plume: 1% and 0.1% iso-surfaces of 
relative mass fraction of water vapor. 

 
The contour of ground-level relative mass fraction of water 
vapor is shown in Figure 2.3. The maximum is predicted at a 
distance of about 1480 m from the cooling tower base. 

 
Figure 2.3 Contour of ground-level relative mass fraction of 
water vapor. 
 
The dependence of ground-level relative mass fraction of water 
vapor, C1, at symmetry plane on the downwind distance from 
the tower base is shown in Figure 2.4. The maximum of about 
9.8E-4 is predicted at a distance of about 1480 m. It should be 
mentioned that the maximum is sensitive to the value of 
turbulent Prandtl number, Prt, used in the transport equation for 
C1: the values of 3.9E-4, 9.8E-4 and 1.9E-3 are predicted at Prt 
values of 1.25, 1.0 and 0.8, respectively.  
 

 
Figure 2.4 Dependence of ground-level relative mass 
fraction of water vapor, C1, on downwind distance (in m). 
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2.5 Water/Sodium Deposition Flux Prediction 
The CFD model developed was applied to calculate the 
maximum and average deposition fluxes of water/sodium and 
these predictions were compared with the experimental values 
available at the measurement stations located on 35° arcs at 500 
and 1000 m from the cooling tower centerline. 
The experimental sodium/water deposition fluxes are shown in 
Table 2.5. It should be noted that Hanna (1978) and Meroney 
(2006) were comparing their predictions with the experimental 
average sodium deposition rates and Lucas et al. (2010) were 
validating their FLUENT model based on the average water 
deposition rates. Table 2.5 shows both sodium and water 
deposition fluxes.  
 
Table 2.5 Experimental sodium/water deposition fluxes at 
500 and 1000 m from tower centerline 
Deposition flux Unit Value Source 
Average sodium 
deposition flux at 
500 m on 35° arc 

kg/km2/mo 1080 Hanna (1978) 

Maximum sodium 
deposition flux at 
500 m on 35° arc 

kg/km2/mo 2000 Hanna (1978) 

Average sodium 
deposition flux at 
1000 m on 35° arc 

kg/km2/mo 330 Hanna (1978) 

Maximum sodium 
deposition flux  at 
1000 m on 35° arc 

kg/km2/mo 667 Hanna (1978) 

Average sodium 
deposition flux at 
500 m on 35° arc 

kg/m2/s 4.17E-10 1080*3.86E-13 

Maximum sodium 
deposition flux at 
500 m on 35° arc 

kg/m2/s 7.72E-10 2000*3.86E-13 

Average sodium 
deposition flux at 
1000 m on 35° arc 

kg/m2/s 1.27E-10 330*3.86E-13 

Maximum sodium 
deposition flux  at 
1000 m on 35° arc 

kg/m2/s 2.57E-10 667*3.86E-13 

Average water 
deposition flux at 
500 m on 35° arc 

kg/m2/s 7.35E-8 4.17E-10*(mw/ms) 

Maximum water 
deposition flux at 
500 m on 35° arc 

kg/m2/s 1.36E-7 7.72E-10*(mw/ms) 

Average water 
deposition flux at 
1000 m on 35° arc 

kg/m2/s 2.24 E-8 1.27E-10*( mw/ms) 

Maximum water 
deposition flux  at 
1000 m on 35° arc 

kg/m2/s 4.52E-8 2.57E-10*(mw/ms) 

 
In the CFD model, the water deposition fluxes were calculated 
at a height of 1 m above the ground at downwind distances of 
500 and 1000 m. In particular, the maximum deposition fluxes 
were calculated as the values at the plume symmetry plane and 
the average deposition fluxes were calculated along the chords 
corresponding to the 35° arcs (for simplicity). Table 2.6 shows 
the comparison of CFD predictions with experimental 

maximum water deposition fluxes at 500 and 1000 m from the 
tower centerline. The error factors are shown in bold. The best 
results were obtained in the 3-group case on a coarse grid of 
212,500 cells: the error factor is 0.9 at 500 m and 1.27 at 1000 
m. These results are better than the best results obtained by 
Meroney (2006) with use of Eulerian-Lagrangian model on a 
grid of 165,000 cells (in a domain of 2000 m long, 1000 m wide 
and 500 m high): his error factors were 0.75 and 0.5 at 500 and 
1000 m respectively. The best results in the 11-group case were 
obtained on a grid of 778,050 cells: the error factor is 0.82 at 
500 m and it is 1.51 at 1000 m. These results are comparable to 
the results reported by Meroney (2006). The 1-group results 
(with a representative drop diameter of 129 micron) are 
acceptable at 1000 m (with error factor of 1.22), but these 
results could not be considered as acceptable at 500 m as the 
error factor of 0.29 at 500 m is slightly outside of acceptable 
range (from 1/3 to 3).  
 
Table 2.6 Predicted and measured maximum water 
deposition fluxes at 500 and 1000 m from tower centerline 
Grid 
Size 
(Number 
of Cells) 

Location 
(m) 

CFD flux 
(N=1) 
(kg/s/m2) 

CFD flux 
(N=3) 
(kg/s/m2) 

CFD flux 
(N=11) 
(kg/s/m2) 

Experimental 
maximum flux 
(kg/s/m2) 

212,500 500 4.13E-8 
(0.30) 

1.22E-7 
(0.90) 

1.37E-7 
(1.01) 

1.36E-7 

212,500 1000 5.65E-8 
(1.25) 

5.72E-8 
(1.27)   

7.71E-8 
(1.71)   

4.52E-8 

778,050 500 3.97E-8 
(0.29)  

7.96E-8 
(0.59)   

1.12E-7 
(0.82) 

1.36E-7 

778,050 1000 5.51E-8 
(1.22)   

5.1E-8 
(1.13) 

6.81E-8 
(1.51) 

4.52E-8 

 
Table 2.7 shows the comparison of experimental water 
deposition fluxes averaged along the 35 arcs with the CFD 
values averaged along the corresponding chords (for simplicity) 
and obtained on a grid of 212,500 cells. The error factors are 
shown in bold. The agreement is acceptable for 3-group 
predictions (with error factors of 0.58 and 1.03) and for 11-
group predictions (with error factors of 0.65 and 1.35). The 
error factors of 0.22 and 1.07 were obtained with the 1-group 
model at distances of 500 and 1000 m. This model is slightly 
insufficient for accurate predictions (with factors from 1/3 to 3). 
 
Table 2.7 Predicted and measured average water deposition 
fluxes at 500 and 1000 m from tower centerline  
Location 
(m) 

CFD flux 
(N=1) 
(kg/s/m2) 

CFD flux 
(N=3) 
(kg/s/m2) 

CFD flux 
(N=11) 
(kg/s/m2) 

Experimental 
average flux 
(kg/s/m2) 

500 1.60E-8 
(0.22) 

4.24E-8 
(0.58)  

4.78E-8 
(0.65) 

7.35E-8 

1000 2.40E-8 
(1.07) 

2.31E-8 
(1.03)  

3.03E-8 
(1.35) 

2.24E-8 

 
Figure 2.5 shows the contour of total ground-level water 
deposition mass flux predicted with 11-group drop size 
distribution using k-ε model on a base grid of 212,500 cells. A 
value of 1.37E-7 kg/s/m2 is shown by the probe (red pencil with 
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yellow end) on the symmetry plane at a downwind distance of 
500 m from the tower centerline. This value agrees well with 
the experimental maximum water deposition flux value of 
1.36E-7 kg/s/m2 measured at this location (see Table 2.5). 

 
Figure 2.5 Contour of total ground-level water deposition 
mass flux. 
 
Figure 2.6 shows the 1% iso-surfaces of relative mass fractions 
of 110, 300, and 900-µm drops (11-group model). It is seen that 
the 1% iso-surface for 100--µm drops (top picture) is close to 
the corresponding iso-surface of relative mass fraction of water 
vapor shown in Figure 2.2. This could be explained by the 
insignificant gravitational settling of these small drops within 
computational domain of 3000 m long. The effect of 
gravitational settling becomes significant for larger drops with 
sizes of 300 and 900 µm (second and third pictures in Figure 
2.6).   

 

 

 
Figure 2.6 1% iso-surfaces of relative mass fractions of 110-, 
300-, and 900-micron drops (11-group distribution). 
 
2.6 Effect of Number of Groups on Model Predictions 
In order to analyze the effect of number of drop groups on the 
accuracy of CFD predictions, the maximum water depositions 
fluxes were calculated with 1-group, 3-group and 11-group 
distributions on a base grid of 212,500 cells using k-ε model. 
The predictions are compared in Figure 2.7.  It shows that the 
predictions with 3 groups and 11 groups are close at all the 
distances from the tower centerline. However, the 1-group 
predictions close to the 3-group and 11-group predictions only 
at the distances larger than about 700 m. This is an indication of 
insufficient accuracy of 1-group model. The 3-group run was 
also made with using Vd (instead of Vt) in the source terms of 
conservation equations in order to estimate the effect of drift 
velocity model. This effect is described in the next section 
below.  
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Figure 2.7 Dependence of water deposition flux (in kg/m2/s) 
on distance from the tower (in m) predicted with different 
options of multi-group model (11-group, 3-group and 1-
group options). 
 
2.7 Effect of Drift Velocity Model on Model Predictions 
Comparison of water deposition fluxes predicted with using the 
two different formulations of drift velocities (terminal velocity, 
V t, and drift velocity, Vd) in the source terms of the 
conservation equations for relative mass fractions of drops was 
made in the 3-group case with use of k-ε model on a base grid 
of 212,500 cells. The values of water deposition fluxes 
predicted with use of Vd were 3.75E-7 kg/s/m2 and 1.56E-7 
kg/s/m2 at 500 and 1000 m respectively. These values are about 
3 times the values of 1.22E-7 kg/s/m2 and 5.65E-8 kg/s/m2 
predicted with use of Vt. Figure 2.7 illustrates this difference. 
The comparison of two modeling options suggests that the use 
of Vt is preferred with respect to use of Vd.  
It should be noted that, in the 1-group case, the use of Vd 
(instead of Vt) in the source terms results in the values of 4.03E-
8 kg/s/m2 and 5.49E-8 kg/s/m2 at 500 and 1000 m, respectively. 
These values are close to the values of 4.13E-8 kg/s/m2 and 
5.65E-8 kg/s/m2 obtained with use of Vt. 
 
2.8 Effect of Turbulence Model on Model Predictions 
Comparison of water deposition fluxes predicted with two 
different turbulent models (k-ε model and constant turbulent 
viscosity model) was made in order to estimate the potential use 
of the simplest turbulent models in practical CFD applications. 
The effective turbulent viscosity model recommended by 
Markatos et al. (1987) (νt=0.01 x half width x velocity 
difference) was applied with three modeling options (11-, 3- 
and 1- group options) on a base grid of 212,500 cells. Table 2.8 
shows the predicted and measured maximum deposition fluxes. 
It is seen that the use of constant turbulent viscosity model is 
sufficient for accurate predictions of maximum depositions 

fluxes at 500 and 1000 m from the tower centerline, i.e. all the 
drop-size options (1-, 3- and 11-group options) result in the 
acceptable error factors shown in bold (in a range from 1/3 to 
3).   
Table 2.8 Predicted and measured maximum water 
deposition fluxes at 500 and 1000 m from tower centerline 
(constant turbulent viscosity model) 

Location 
(m) 

CFD 
flux 
(N=1) 
(kg/s/m2) 

CFD 
flux 
(N=3) 
(kg/s/m2) 

CFD 
flux 
(N=11) 
(kg/s/m2) 

Experimental 
maximum 
flux 
(kg/s/m2) 

500 6.65E-8 
(0.49)   

1.15E-7 
(0.85)   

1.34E-7 
(0.99) 

1.36E-7 

1000 7.16E-8 
(1.58)        

6.10E-8 
(1.35)   

7.75E-8 
(1.71) 

4.52E-8 

  
3.0 CONCLUSIONS 

1. A homogeneous two-phase multi-group model of drift 
drop plume has been developed and validated using 
the CPDTE data obtained in Maryland, USA in 1977. 

2. The study has demonstrated a good agreement between 
the CFD predictions and the experimental data on the 
water vapor plume rise and the liquid water deposition 
rates. No model tuning was made for validation 
purposes. 

3. In particular, the plume rise predictions agree well 
with experimental values and with the standard 
Briggs’s formula for plume rise. 

4. The predicted deposition fluxes are in agreement with 
the experimental values within a factor of 1.5, which is 
well within the industry acceptable error limits (a 
factor of 3). 

5. The model developed is recommended for analyzing 
the drift drop plumes under the conditions similar to 
CPDTE conditions of small Stokes numbers. It is 
easier to use and as accurate as the multiphase 
Eulerian-Lagrangian CFD models recently used for 
modeling the CPDTE plume. 

6. The model developed has an advantage of being in a 
form of fully compatible with methods widely used in 
CFD practice. The algebraic nature of the model 
relationships makes it easy bringing them into the 
computational loops of available predictive tools. 

7. From practical point of view, the CFD results obtained 
with using 3- and 11- group models are acceptable for 
all three computational grids considered. The details of 
grid comparison study are shown in Tables 2.4 and 
2.6.  Theoretically speaking, a more comprehensive 
grid sensitivity study could be useful and it will be 
conducted in future. 
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8. The novelty of presented work (in comparison to 

previous CFD studies by Markatos et al. (1987), 
Brown et al. (2003), Meroney (2006) and Lucas et al. 
(2010)) is in developing and validating a new two-
phase multi-group CFD model of water droplet 
transport and deposition. The new model is easier to 
use and not less accurate than the previous models.  
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ANNEX A 

PARTICLE/DROPLET VELOCITY CALCULATION AT SMALL STOKES NUMBERS 
 

The equations of motion of individual liquid particle/droplet (of 
diameter d) are the following: 
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Neglecting the pressure gradient force, these equations could be 
represented in the following dimensionless form:  
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In the above equations, t is the time, s; τ = t/ts is the 
dimensionless time; ts = L/V is the characteristic time of gas 
flow system, s; L is the characteristic length of gas flow system, 
m; V is the characteristic velocity of gas flow system, m/s; Stk1 
= tp/ts is the classical dimensionless Stokes number; 
tp=ρpd

2/(18ρν) is the classical particle/droplet relaxation time, s; 
U1=u1/V, V1=v1/V and W1=v1/V are the dimensionless velocity 
components of gas mixture flow, m/s; U1,p=u1,p/V, V1,p=v1,p/V 
and W1,p=w1,p/V are the dimensionless velocity components of 
particle/droplet, m/s; g=9.81 m/s2 is the gravitational 
acceleration; ρp is the particle/droplet density, kg/m3; CD is the 
drag coefficient; f=CDRep/24 is the dimensionless ratio of drag 
coefficient to the Stokes law drag coefficient, 24/Rep; Rep =d  
 is the  ׀ up -u׀  ;ν is the particle Reynolds number/׀ up -u׀
magnitude of relative particle/droplet velocity vector with 
respect to the gas flow velocity, m/s; Vt,p= gtp is the terminal 
velocity of particle calculated under the assumptions of small 
Reynolds numbers (Rep<1). 
The factor, f, is calculated based on empirical correlations 
dependent on the particle Reynolds number, Rep. One of the 
commonly used correlations for calculating f is available in 
Clift et al. (1978): 
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 (7) 
Under the conditions of small Stokes numbers (Stk1<<f), the 
equations (4)-(6) are reduced to the algebraic equations: 

1,1 uu p =  (8) 

1,1 vv p =  (9) 
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It follows from equations (8)-(10) that Rep = d  ׀ up -u ׀/ν = 
(dVt,p/ν)f

-1 . In the Stokes regime (Rep <1), f=1 and Rep = 
dV t,p/ν= dgtp/ν=gd3

ρp/(18ρν2).  In a case of water drops in air  
(under standard conditions), Rep < 1 if d < 80 µm. For d < 80 
µm, correlation (7) is simplified to f=1. In case of larger drops 
(d >80 µm), equation (7) needs to be solved by iterations with 
respect to factor, f, while using Rep = (dVt,p/ν)f

-1 in (7).  
The following correlations were used in most CFD runs to 
calculate the last term in the vertical velocity component (10): 
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The first correlation in (11), which is applicable for d < 80 µm, 
is the Stokes law correlation and the second one, which is valid 
for d > 80 µm, is an approximation of empirical data presented 
in Figure 4.3 in Reist (1984).  
Also, in a few CFD sensitivity runs, an approach similar to that 
used by Markatos et al. (1987) was tested. In particular, the 
term, Vt,pf

-1, in the third equation (10) was replaced by the ‘drift 
velocity’, VD, defined by the equation: 

1
1

, ,0.0,0.0 wfVV ptD −= −
                                     (12) 

where symbol stands for the largest of the quantities 

contained within it. 




